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ABSTRACT

This paper presents a method for estimating natural
and fishing mortalities from catch-at-age da*a and catch-per-
unit—-effort data. This method is an iterative, two-phase approach
that starts with approximations to the mortalities and corrects
them at each iteration until the values become constant. Con-
vergence of the method is examined empirically. Trouble using
it on existing data is also discussed. ~

INTRODUCTION

Virtual population methods (Fry 1949; Murphy 1964;
Jones 1964; Gulland 1965; Pope 1972) were developed to estimate
fishing mortalities and numbers of fish at age from catch at age
data only. In particular, they avoided the use of effort data
which are difficult to obtain in a way'that is consistent enough
in time to be of use when studying a time series of catch data.
In their papers presenting least squares methods, Pope (MS 1974)
and Doubleday (1976), show that the original methods are equi-
valent to statistically fitting at least one parameter for each
piece of data and do not allow any estimation of the error in
fitting. To reduce this problem, Pope and Doubleday assume that

the fishing mortality of age a fish in year n, aFn’ is made up

of an effort or tlme effect f and an age effect (selectivity,
partlal recruitment and avallablllty) so that aFn = as-fn, as
is constant over all years and f is constant over all ages. Even

with these more restrictive assumptlonu the number of observations
per parameter is usually quite low and the principal component '
analysis of the example in Doubleday (1976) shows that the method
is quite unstable to changes in stock vs changes in mortalities.
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Both the virtual population and least squares mecthods
referenced above assume a given constant natural mortality M.
This parameter must be estimated from other data or, as often
happens, guessed at by using an accepted figure from some other
similar stock. As is known, an crror in M can lecad to large
errors in the number at age estimated from cohort analysis and
the errors grow as the analysis is run. (Sec, for example, the
detailed discussion in Ulltang (MS 1976) or briefly in Tables 1-3).
If we attempt to fit M as well as aS and fn using just catch data,

the instabilities noted above are increased and it is difficult
to get reliable estimates even using manufactuvred data containing
little error. Hence some other data are needed, for example,
catch per unit ecffort.

This paper prescents a method for estimating natural and
fishing mortalities from catch-at-age data and catch-per-unit-
effort data. This method is an iterative, two-phase approach
that starts with approximations to the mortalities and corrects
them at cach iteration until the values become constant. Con-
vergence of the method is examined cmpirically. Trouble using it
on existing data is also discussed. -

ASSUMPTIONS AND NOTATION

The analysis of this paper is based on the standard
catch equation of Beverton and Holt (1957). The model presented
assumes natural mortality is constant over all ages and years
though this can be generalized somewhat (see Conclusions).

The model assumes that catch per unit effort (CPUE) at
age is a multiple of numbers at age. Thus, it is assumed that
these numbers are adjusted for selectivity or availability. This
assumption, crucial to the model, is discussed in the section
Attempted Application of the Method. This model also assumes that
numbers have been sampled to keep a constant coefficient of
variation in the data.

Subscripted prefixes refer to age; subscripted suffixes
refer to year.

M - natural mortality, constant over age and time-

s - availability and selectivity part of

a fishing mortality

- year effect part of fishing mortality

f
F_= s.f - fishing mortality at age a in year n
- number of age a fish in year n

c - number of age a fish caught in year n



aCPUEn - catch per unit effort of age a fish in
year n
exp - exponential function
n - natural logarithm function

THE MODEL
In the above notation, the catch equation becomes:

F_ . _N
C=a an

an-an
a’n F_+ M

+ (1 - exp(—aFn-M)) (1)
an .

Since sampling is done to control the relative variance, it is
more appropriate to fit the logarithm of aCn than aCn itself.

However, the right-hand side of equation (1) is awkward to handle
under a log transformation. From studying the coefflclents in
the Taylor serles expansions it can be seen that

1l - exp (—a n " M)

F + M
an

is apprbximated closely by

“afn ~ M

—5 35 * In fact the errcr is less than 2.0% if

0 < aFn + M < 1.6. However, this approximation must be used

with more care than the cohort analysis approximation because
the error rises exponentially outside this range (the cohort approxi-

mation error rises linearly). Some particular points are:
aOfn T H Error %

.5 1.8
1.0 1.4
1.5 .9
2.0 4.9
3.0 l16.8
4.0 31.1

With this approximation, the catch equation becomes:

“afn™
a®n = afn ¢ a¥n © &P S35 (2)
and on taking natural logarithms we get:

_ _ 1
&n aCn = n aFn + &n aNn 555 (aFn + M) (3)



or, rearranging and using aFn

It
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_ . - M
&n (aCn/aNn) = n aS + &n fn (4)

Before this equation is fitted to the data several other manipu-
lations are necessary. It is assumed that numbers at age are
not known but that catch per unit effort is and that:

aNn =k . aCPUEn

All the S and fn are not independent so one must be set beforchand.
(& N

If one aS is set to 1, znas is zero for that age (let this age be a).
The equation to be fitted now becomes:

s . £
- = - a n _ M
Ln (aCn/aCPUEn) tnk = ﬂnas + znfn 5755 5755 (5)

a#a

To fit equation (5) we introduce dummy variables for
age and year. The parameters we want to determine are then
.functions of the crnefficients of these variables. We let:

;. -jlif a= al f
al ~ [0 else , :

3 _f1 if n n!
nl 0 else

For a regression problem the independent variable matrix must be

non-singular and this is not true if dummy variables are used for
all years. Hence, we cannot fit the equation quite as it stands.
However, if we measure all fn's as a proportion of fﬁ for a

particular year n, we can get around this problem. Let:

£f = d. - f_
n nn n

Now ﬁdﬁ = 1, so &n ﬁdﬁ = 0 and the dummy variable for year n can
be avoided. This problem does not arise for the dummy variables
for ages since the dummy variable for age @ never appears.

We are now left with fitting the following equation:

Sof
- a n
n 2.25

in aCu/aCPUEn = I&n (_s) « I_ + I&n (ndﬁ) - J (6)

a a
aa n#n

M
+ ¢nk - +
+ anﬁ nk 2.25> €




where, by assumption ¢ is n(0, 012 + 022) where 012 is the
variance of the errors in 2n aCn and 022 is the variance of the
errors in &n aCPUEn. Since Ia and Jn are exact, there is no
problem of errors in the independent variables. So far we have
‘ s « f

o.' ;_-a n
not considered the term 555 -

to this term too, the problem becomes nonlinecar and the parameters

If we add the dummy variables

" . we are attempting to fit are included in more than one term. We

avoid this by shiftirny this term to the left and putting in
initially guessed values of aS and fn' Now we have a linear

regression in which the constant term estimates Gn‘fﬁ + &nk - 5‘%§>

and the other parameters estimate the Zn(as) and the 2n(ndﬁ). Now
we need to be able to split up the constant term to obtain fﬁ
(and hence the fn's) and M.

We now turn to the standard equation:

a+1¥n+1 T oMy v exp (mgs - £, - M) ' (7

T ————

With the same manipulations as above, this becomes: /

gn (,4CPUE_ . /,CPUE ) = =(_s + d= « £) = M + ¢! (8)
aS and ndﬁ are estimated from the fitting of equation (6). Hence

equation (8) is a linear equation that can be used to estimate
fﬁ and M. The error in the left hand side is, by assumption,

n(0, 2022) but since aS and hdﬁ‘are only estimates there is- also
error in the independent variable. Hence (8) should be fitted
using a geometric mean regression (see Ricker (1973)).

So the complete method is as follows: Guess initial
values of aS and fn. Solve equation (6) with a standard linear
regression routine. Use the estimated values for aS and ndﬁ to
fit equation (8) and derive values for M and fﬁ (hence all the fn)'
Now put the new values of as and fn in (6) and repeat until the
method converges.

Oncé finished, we have values for M, as and fn and a
value of k can easily be derived. There are now two ways to

a3 .
estimate aNn‘

aNn =k -"aCPUEn



or

N = acn ) (aFn + M)
an aFn . (l-cxp(-aFn - M))

<

Error bounds for the cocfficients in the regressions
yield approximate error bounds for thc~aFn and M. ' The goodness

of fit of thec final paramecters can be studied by considering the
residuals in the regression cquations and the two estimates of

.
the akn'

DISCUSSION OF CONVERGENCE AND STABILITY

To test convergence and stability of the model; a number
of runs were made on gencrated data. Datawere generated from the
standard catch equation with an assumed M and as‘s and with fn

picked randomly between .1 and 1.2 and recruitment picked randomly
between 10 thousand and 10 million. This variation, especially
since the fluctuations may be erratic, is probably much more extreme
than found in most applications. Numbers were produced for 11

ages and 13 years and catches for the first 10 ages and 12 years.
Each value was then multiplied by the exponential of a number

picked from a normal distribution with mean zero and a selected
standard deviation. This reflected the assumption that the numbers
have a constant coefficient of variation. Twenty examples were ’
run at standard deviation values of .1, .2, .4, and .6. In all
examples k = 1 was used. .

For each example, the method needed about six iterations
before the third decimal of each of the aSe fn' and M became

constant. Since the matrix of independent variables in the first
phase never changes, the matrix inverses and products involving
just these values can be calculated for all iterations. The
second regression has only two parameters so is equally quick.
Hence computationally the method is quite efficient.

In other methods tried, especially if just catch data
were used, it was difficult to obtain a stable value of M and
small amounts of error often led to unrealistic negative values.
This does not happen in the model presented and estimated M
values are usually quite reasonable. Figure 1 shows the mean
and one standard deviation for the estimated M values at a number
of levels of error. For smaller error values (standard deviations
up to .2) aS and fn are estimated very closely. Some of these

values start to diverge from the input values at higher error
levels, but this usually was more marked when fn changed radically
from yecar to year.

It would appecar that,if all assumptions are met, this
method will yield efficiently, fairly unbiased values for natural
and fishing mortalities.



ATTEMPTED APPLICATION OF THE METHOD

A number of attempts were made to apply this method to
existing data. All attcmpts ended with negative estimated M's
though estimated numbers at age werec usually reasonable. Obviously
not all assumptions used in the model hold in practical examples.
There may be a problem with sampling not controlling relative
variance but it is more likely that the problem is with using
effort data. In the attempts made, both research cruise catch
per unit.effort and commercial catch per unit effort were tried.
In both cases, it is necessary to adjust for selectivity and/or
availability. It is possible that the adjustmrants were incorrect
but the biases were consistently in one direction whatever adjust-
nents were attempted.

A brief study was conducted to determine in what way
the CPUE figures were inadequate. For generated data, the corre-
lation between the numbers at age with and without error was
determined. This correlation may be exaggerated by the trend in
numbers with age (lots of young fish, few old fish) which swamps
other variation. To remove this problem, the mean for each age
was subtracted from data of that age and the correlation coefficient
re-derived. The error was introduced as discussed above and 20
runs were made with a standard deviation of .4 and 20 with a
standard deviation of .6. These examples were compared with what
was thought to be a set of good effort data and the VPA numbers
from the same stock. Results were as follows3s:

Correlation of Numbers at Age vs Estimated Numbers

Unaltered Age trends removed
Standard deviation mean .914 mean .817
of error .4 S.D. .022 S.D. .074
Standard deviation mean .785 mean .619
of error .6 S.D. .027 S.D. .062
Effort data vs VPA .800 . <262
nunmbers for a 'good'
example

In this case, the effort data do not show the detailed variation
adequately and the correlation in the unaltered data shows only
the age trend.

The model presented does not necessarily require good
effort data. What are needed are some data that give an adequate
indication of changes in numbers at age from year to year.
Assumptions that lead to the equation

aNy = k + CPUE (9)
include that of a random distribution of the stock over its range.
Clustering of stock will cause bias in the estimates and some
method to derive numbers at age under such conditions is necded.



Problems comparing gecars and controlling for efficiency changes
make it difficult to derive adequate commercial cffort data.
Rescarch cruise CPUE data would also be more independent of the
commercial catch data and thus the derived estimates should be

more reliable. IHowever, ways must be derived for correcting
rescarch CPUE for fish clustering. What may be adequate is an |
index that takes in numbers of clusters (derived f£rom scarch time),
size of clusters (how do we derive this?), and distributions of
fish in a cluster by age (derived from a trawl through the cluster).

CONCLUSIONS

Catch data alone are  inadequate for the derivation of
the number of paramecters nceded for the assessment of a fish
stock. In order to get an unbiased estimate of natural and
fishing mortalities, at least some other type of independent data
is nceeded. The model in this paper is designed to usce catch and
effort data. However, in practice, difficulties were encountered
becausc the cffort data did not adequately reflect the changes
in year-class size. This might be because of the way in which
catch-per-unit effort was derived but more likely is because the
assumptions behind equation (9) do not hold. For this model to
work, it is necessary that an index of numbers at age be derived
that takes into account the distribution of fish in clusters. Any
other model that will give adequate values for all needed parameters,
will also need some good data independent of catch at age. It is
possible that models can be designed that use data that are easier
to collect than the index discussed above. These detailed data are
nceded to separate the effects of F and M, otherwise F and M can
drift in opposite directions and their exact values cannot be
determined precisely. The method suggested will generalize scmewhat
to more complicated expressions for natural mortality such as

M = Ml + M2 *aor M= Ml + M2 + n. However, if it is desired to

derive values of natural mortality at age ( M), much more detailed

data will be necded to separate the effects of natural mortallty
from selectivity and availability. The model in this paper is
presented mainly for discussion. Any ideas concerning ways to
correct the biasing problem encountered would be appreciated.
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Table 1. Generated Numbers using Catch Equation.M=.3, selectivity given, fishing mortality and recruitment random.
Age Year 1 2 3 4 5 6 7 9 9 10

—T_—— 9050000 5170000 9870000 2670000 SUB0000 5010000 2780000 5300000 9410000 76200600
2 6674368 6251146 3679853 HARBABK0HK6 1938218 HK953078 353NURR 41R”4LAUPL 36QT7RBS5 £9N173F
3 2370484 u6107215 LuYya938N 2567347 5000310 1422021 LURQJYTEL 2343009 1287177 2712086
4 1234831 1327230 2910354 2592869 1755709 3559073 862499 2337740 13K53RK5 Q16174
5 b0OS393 560422 7432144 1416621 1669902 1212729 1857999 295845 1137900 Su311A
6 604906 159950 289KA55 320811 876582 1130619 572853 511453 127720 770u23
7 38630 222533 79429 1147765 19u5892 587591 502020 AL12R4 207au) 25613
8 97659 36674 110507 32294 71428 130432 260022 125277 5743y 139317
9 Leeohs 35927 18212 Luy9g29 19587 47880 58607 55107 50934

32199

0T -



Table 2. Numbers from Cohort Aanlysis; used correct starting F's but M=.2.

Year 1 2 3 4 5 <] o 7 o 9 10

Age
i COELULLY 3305172 6588455 1833773 6628078 35567279 2075095 u207403 R131URR Topauaq’
2: 4685735 4322277 25u7448 4a4Uu475 1460017 5352855 2720300 1471950 3203091 65840271
3 1847953 3483002 3346981 1917876 3941308 1180276 181474129 193RQ93 1121015 25483701
4 1026969 1057264 2316650 1993A80 1415610 3073445 762818 1992429 11943582 82782316
5 3hghgy 462313 620463 1108289 1366562 1066056 1687527 256388 997961 anss575
6 - 532466 135696 244A74 254158 724147 1006240 525423  h4RsK7S 112117 740329
7 g9016 193757 baULBH 9679R 162401 5275098 uy717u45 123345 182539 "R2289
8 89723 32967 100712 2enuu1 62480 4118u51 248902 114123 50418 433943
9 L7721 34359 17un6 42898 18686° 45828 56361 . 62367 Lg591 - 369295

It -




‘Table 3. Percent error in cohort numbers.

-t
(@}

ge  Year N ; 3 g g g g g
1 35.2 36.1 33.2 31.3 30.1 29.0 25 .4 20.6
2 29.8 30.9 1 30.8 28.2 24,7 23.0 22.9 20.2
3 22.0 24,5 24,8 25.3 21.2 17.0 16,0 17.2
4 16.8 20.3 20.4 23.1 19,4 13.6 11.4 14.8
5 13.8 17.5 17.9 21.8 18.2 12.1 9.2 13.3
6 12.0 15.2 15.5 20.8 17,04 11.0 8.3 12.7
7 10.7 12.9 12.5 17.8 16.5 10.2 7.1 12.7
.8 8.1 10.1 8.9 11.9 12.5 9.2 5.7 8.9
9 .1 b,y y,2 .5 h.6 n.3 3.6 n,2
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Figure 1. Estimated M for generated data vs standard

deviation of added error.
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Input value of M was .2.
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